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Resumo — E crescente o nimero de novos investidores na bolsa de valores brasileira.
Muitos desses investidores buscam uma rentabilidade maior, muitas vezes sem saber
analisar as oportunidades e os perigos. Este estudo visa ao desenvolvimento de um
modelo de LSTM com o objetivo de prever os pregos de agdes e ETF na bolsa de
valores B3.0 modelo foi treinado com dados histéricos dos ultimos 10 anos de um
grupo de cinco ag¢des (Banco do Brasil, Itau, Vale, Petrobras, Caixa Seguridade) e de
dois ETF (BOVA11 e FIND11). Os resultados demonstraram que o modelo é eficaz
na previsao dos ativos dentro do mercado financeiro brasileiro, validados por meio de
algumas métricas, com os resultados dentro das seguintes faixas: RMSE (0,30 a
1,98), MAE (0,23 a 1,54), MAPE (0,98 a 3,40) e R? (0,77 a 0,99). Entretanto, ativos
com pouco histérico de dados, como a Caixa Seguridade, apresentaram maior
variagao nas previsoes, indicando limitacbes do modelo.

Palavras-chave: Aprendizagem de maquina. Bolsa de valores. LSTM. Séries
temporais.

Predicting stock prices and ETF on the B3 stock exchange using machine
learning techniques

Abstract — The number of new investors in the Brazilian stock market is increasing.
Many of these new investors seek higher returns, often without the necessary skills to
analyze the opportunities and dangers. This study aims to develop an LSTM model
with the objective of predicting the prices of stocks and ETF on the B3 stock exchange.
The model was trained with historical data from the last 10 years of a group of five
stocks (Banco do Brasil, Itau, Vale, Petrobras, and Caixa Seguridade) and two ETF
(BOVA11 and FIND11). The results demonstrated that the model is effective in
predicting assets within the Brazilian financial market, validated through some metrics,
with results within the following ranges: RMSE (0.30 to 1.98), MAE (0.23 to 1.54),
MAPE (0.98 to 3.40), and R?(0.77 to 0.99). However, assets with little historical data,
such as Caixa Seguridade, showed greater variation in the forecasts, indicating
limitations of the model.

Keywords: Machine learning. Stock market. LSTM. Time series.
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Resumen — El numero de nuevos inversores en la bolsa brasilefia esta aumentando.
Muchos de esos nuevos inversores buscan mayores rendimientos, a menudo sin las
habilidades necesarias para analizar las oportunidades y los peligros. Este estudio
tiene como objetivo desarrollar un modelo LSTM con el propdsito de predecir los
precios de las acciones y ETF en la bolsa de valores B3. El modelo fue entrenado con
datos histéricos de los ultimos 10 afios de un grupo de cinco acciones (Banco do
Brasil, Itau, Vale, Petrobras y Caixa Seguridade) y dos ETF (BOVA11 y FIND11). Los
resultados demostraron que el modelo es efectivo para predecir activos dentro del
mercado financiero brasilefo, validado a través de algunas métricas, con resultados
dentro de los siguientes rangos: RMSE (0.30 a 1.98), MAE (0.23 a 1.54), MAPE (0.98
a 3.40) y R?(0.77 a 0.99). Sin embargo, los activos con pocos datos histéricos, como
Caixa Seguridade, mostraron una mayor variacion en las previsiones, lo que indica
limitaciones del modelo.
Palabras clave: Aprendizaje automatico. Mercado de valores. LSTM. Series
temporales.

Introducgao

De acordo com um estudo realizado pela Bolsa de Valores Brasileira, conhecida
como B3 (2024), em 2023, o numero de investidores na bolsa de valores cresceu 23 %
entre pessoas fisicas e juridicas. Dessa forma, observa-se que a populacéao brasileira
estd demonstrando mais interesse em investir seu dinheiro. Ainda conforme esse
estudo, nota-se que a quantidade de contas vem aumentando ao longo dos anos
juntamente com o numero de investidores em renda variavel, com excec¢éo do ano de
2023, quando a renda fixa atraiu mais investidores, uma vez que a taxa de juros Selic
esteve em alta.

Com o aumento de novos investidores em renda variavel, € importante entender
como esse mercado se comporta. Através da analise dos indicadores de cada ativo,
deve-se conhecer os fatores macroecondmicos que influenciam no preco dos ativos.
Além disso, é fundamental analisar a influéncia da especulacédo e do sentimento do
mercado nos pregos. Porém, segundo a prépria B3 (2024), ha uma caréncia de
conhecimento entre os investidores, pois muitos ndo fazem analises ou seguem dicas
sem embasamento técnico.

Analisar os principais indicadores de ativos antes de comprar € fundamental para
uma decisado informada. O Dividend Yield (DY) € uma métrica que contabiliza os
pagamentos de dividendos dos ultimos 12 meses em relagdo ao prego atual das
acgodes, refletindo os lucros distribuidos pela empresa aos acionistas. O Prego sobre
Valor Patrimonial (P/VP) é utilizado para avaliar se uma empresa estd sendo
negociada a um preco considerado alto, justo ou baixo em relagdo ao seu valor
patrimonial, indicando se as acdes estdo supervalorizadas ou subvalorizadas. Ja o
Preco sobre Lucro (P/L) indica quanto uma empresa esta custando em relagdo ao seu
lucro, mostrando quantos anos seriam necessarios para o investidor recuperar o
dinheiro investido com base nos lucros atuais. A Divida Liquida também deve ser
levada em consideracdo, pois esse indicador revela o quanto uma empresa esta
endividada, aspecto crucial para avaliar sua saude financeira. Por fim, a Margem
Liquida deve ser analisada, pois mostra a eficacia da empresa na geragao de lucro a
partir das vendas; nesse caso, quanto maior a margem, melhor.

Além desses principais indicadores, ha fatores macroeconémicos que
influenciam o preco dos ativos (Machado; Gartner; Machado, 2018). Destacam-se a
taxa de juros, que afeta diretamente o custo de aquisi¢do de financiamentos; a
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inflacdo, que impacta o poder de compra do dinheiro ao longo do tempo; e o
crescimento econébmico. Quando um pais apresenta saude financeira controlada, as
empresas tendem a se valorizar, sendo que o oposto também ocorre em periodos de
instabilidade. Além disso, o sentimento de mercado, no qual a especulacido dos
investidores afeta diretamente o prego dos ativos muitas vezes sem justificativa
fundamentada e originada de reacbes a noticias, exerce grande influéncia. Enfim,
eventos geopoliticos, como guerras ou pandemias, também podem impactar
significativamente os pregos dos ativos.

Quando se fala em ativos de bolsas de valores, esta-se referindo a acgoes,
debéntures, fundos imobiliarios, Exchange-Traded Funds (ETF), entre outros. Este
trabalho ira focar nos ativos agdes e ETF. Os ETF, conforme a B3 (2024), sdo fundos
negociados em bolsa que representam uma comunhdo de recursos destinados a
aplicagdo em uma carteira de ativos, que buscam retornos que correspondam, de
forma geral, a performance, antes de taxas e despesas, de um indice de referéncia.

Com o aumento de novos investidores e a necessidade de conhecimento ao
analisar ativos, aliado ao crescimento no uso de Inteligéncia Artificial (IA), surge a
seguinte questado: é possivel prever o preco de acdes e ETF acompanhando o
desempenho de um indice ou de uma cesta de ativos na bolsa de valores utilizando
dados historicos e técnicas de aprendizado de maquina?

Com o intuito de responder essa questao, este trabalho visa a aplicar o modelo
de machine learning LSTM (Long Short-Term Memory) (Da Silva et al., 2021;
Hochreiter, Schmidhuber, 1997) para a analise das ag¢des do Banco do Brasil
(BBAS3), Itau (ITUB4), Vale (VALE3), Petrobras (PETR4) e Caixa Seguridade
(CXSE3) e dois ETF (BOVA11 e FIND11). LSTM é uma arquitetura de rede neural
recorrente (RNN) que possui a capacidade de “lembrar” valores em intervalos
arbitrarios. Ela destaca-se devido a sua eficacia em lidar com séries temporais cujos
intervalos de tempo podem ter duragcdo desconhecida e alta variagdo. A escolha
dessas acdes e das ETF deve-se aos fatores do seu grande volume de transagdes na
bolsa e a natureza juridica distinta entre as empresas, permitindo realizar uma analise
mais ampla do mercado de agdes e de variaveis diversas que podem afetar o
funcionamento desse mercado, como pode ser visto no trabalho de Lopes et al.
(2021).

De forma complementar, este trabalho visa a destacar a importancia da previsao
dos precos de agdes e ETF na B3 para os investidores que enfrentam um ambiente
de mercado volatil e complexo. A utilizagdo de técnicas de IA e de analise de dados
de séries temporais pode oferecer aos investidores uma ferramenta efetiva que auxilie
na tomada de decisbes e na previsdo do preco de ativos na bolsa de valores brasileira
com uma alta assertividade. Em ultima analise, o estudo busca contribuir para uma
melhor compreenséao e aplicagao da IA no contexto financeiro, visando a melhorar a
precisdo das previsdes e, consequentemente, proporcionar maior rentabilidade aos
investidores. A falta de software e ferramentas acessiveis para essa finalidade reforca
a necessidade desta pesquisa e 0 seu potencial impacto positivo na area financeira.

Revisao de literatura

Devido ao aumento da capacidade de computacédo e ao dos volumes de dados
disponiveis, a |A apresentou um notavel crescimento nos ultimos anos, utilizando
técnicas avangadas de aprendizado de maquina, como machine learning e deep
learning (Goodfellow et al., 2016), que processam volumes massivos de dados, nas
mais diversas areas do conhecimento (Almeida; Magalhaes, 2021). Com isso, a IA é
capaz de distinguir padrdes e aprender com eles, oferecendo informacdes valiosas e
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uteis. A previsao dos pregos de agdes e ETF € uma tarefa desafiadora devido a
natureza complexa e altamente volatil do mercado financeiro. No entanto, o avango
das técnicas de IA, como o aprendizado de maquina, oferece novas perspectivas para
lidar com essa questao.

Bishop (2011, p. 606) destaca o potencial das redes neurais artificiais e de outros
métodos de aprendizado de maquina na analise de dados financeiros. Como ele
aponta, “as redes neurais artificiais oferecem uma abordagem flexivel e poderosa para
modelar padrbes ndo lineares nos dados, permitindo previsbes mais precisas e
informadas sobre os movimentos do mercado”. Por meio desses métodos, é possivel
identificar padroes complexos nos dados historicos do mercado de agdes, capturando
relagcbes nao lineares e potencialmente prevendo tendéncias futuras com maior
precisao.

Como Goodfellow et al. (2016, p. 168) observam, “as redes neurais profundas
tém o potencial de aprender automaticamente caracteristicas hierarquicas dos dados,
permitindo a representacao de informagdes em diferentes niveis de abstragao”. Essa
capacidade das redes neurais profundas é relevante na previsdo de precos de agoes,
tema deste trabalho, pois os dados de séries temporais podem conter uma variedade
de padrdes e relacbes complexas. Ao utilizar técnicas de deep learning, como redes
neurais convolucionais (CNN) e RNN, é possivel capturar essas nuances e padroes
sutis nos dados histéricos do mercado de acdes, melhorando, assim, a capacidade de
prever tendéncias futuras de precos. Por meio da analise das representacdes
aprendidas pelas redes neurais profundas, é possivel identificar indicadores-chave e
correlagbes ocultas nos dados, que podem ser utilizados para tomar decisbes de
investimento mais estratégicas.

A analise de séries temporais € uma area fundamental da estatistica que lida
com a modelagem e a previsao de dados que evoluem ao longo do tempo. Conforme
argumentam Box et al. (2015), as analises de séries temporais séo utilizadas para
identificar padrdes, tendéncias e estruturas subjacentes, apoiando uma tomada de
decisao solida. Hyndman e Athanasopoulos (2021) referem-se a esse processo como
“‘previsdo de séries temporais”. Dessa forma, ao utilizar algoritmos de machine
learning e deep learning, os investidores podem tomar decisbes mais embasadas e
estratégicas, contribuindo para uma analise mais sofisticada e uma tomada de decisao
mais eficaz no momento de compra e venda de acgdes. Portanto, € de extrema
importancia prever séries temporais para informar a tomada de decisdes estratégicas
em varios campos, como financas e saude publica.

O estudo de Silveira (2021) explorou a aplicacdo de modelos preditivos na B3
utilizando dados historicos, como precos diarios de abertura, fechamento, maximo,
minimo e volume de negociagdes, focando especificamente na acdo PETR4, devido
ao seu alto volume de negociagdes. Apds a etapa de pré-processamento dos dados,
foram testados os modelos LSTM e Random Forest. O autor destacou que ambos os
modelos sao eficazes para a previsao de preg¢os no contexto do mercado brasileiro de
acdes, mas salienta a escassez de estudos voltados para a B3.

Ja Alves e Prado (2022), em seu estudo, fizeram uma comparagao de algoritmos
de aprendizado de maquina para prever o volume de negociagdo no mercado
financeiro, usando dados histéricos da New York Stock Exchange. O trabalho avalia
trés modelos: regressdo linear, redes neurais convencionais e RNN - todos
implementados em Python com pacotes de aprendizado de maquina e analise de
séries temporais. Utilizando a métrica R?, os autores obtém os resultados que, apos
normalizagbes e ajustes nos dados, indicam que a regressao linear apresentou
desempenho competitivo com RNN em termos de eficiéncia e precisao preditiva.
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De acordo com Santos (2022), os modelos Random Forest e LightGBM
aplicados a séries temporais de ativos da bolsa B3 demonstraram eficacia,
especialmente ao utilizar dados como pregco e volume de negociacéo. O trabalho
adotou duas estratégias de particionamento dos dados (temporal e aleatéria) e avaliou
métricas como acuracia e precisdao com o LightGBM, destacando-se por seu
desempenho superior, mesmo sem ajustes de hiperparametros. Isso sugeriu um
potencial significativo para decisdes de investimento mais eficazes no mercado
brasileiro, evidenciando as vantagens desses modelos em relagdo a baixa
complexidade de customizagao e a capacidade de capturar padrdes nao lineares.

Com o intuito de ajudar os investidores, Nascimento, Santos e Ferreira (2022)
desenvolveram o protétipo The Seer, uma aplicagédo web baseada em IA. Utilizando
modelos ARIMA, Prophet e LSTM para prever tendéncias de precos na B3, os autores
testaram suas previsdes em ativos e ETF com dados histéricos, descobrindo que o
LSTM alcangou a maior precisao para periodos de até 90 dias, enquanto ARIMA e
Prophet se destacaram em previsdes de curto prazo.

Através de seu estudo, Lin et al. (2021) implementou um modelo de previsdo de
tendéncias de ag¢des que combinou graficos de candlestick com um esquema de
engenharia de recursos baseado nos padrdes “oito trigramas”. Esse sistema utiliza
um conjunto de algoritmos de aprendizado de maquina, incluindo Random Forest,
GBDT e LSTM, para prever a diregao dos precos de fechamento. Com dados de 3445
acdes da bolsa chinesa de 2000 a 2017, o modelo demonstrou uma precisao superior
a 60 % em determinados padrbes de tendéncia, principalmente nos de alta
volatilidade.

Fazendo uma revisao sistematica da literatura sobre o uso de aprendizado de
maquina na previsao de ag¢des, Mintarya et al. (2023) apontaram que as redes neurais
sao os modelos mais utilizados, destacando-se pela capacidade de identificar padrdes
nao lineares em dados financeiros. O estudo observou um aumento significativo na
adocgao do LSTM em previsdes financeiras a partir de 2015, enquanto métodos como
Support Vector Machine (SVM) e K-Nearest Neighbors (KNN) sdo menos recorrentes.
A pesquisa ofereceu uma visao abrangente das abordagens atuais, sugerindo que
modelos como LSTM estdo ganhando forga para analise e previsao de tendéncias do
mercado de agoes.

Com foco em prever o risco de quedas nos pregos de agdes, Jiang, Ma e Zhu
(2024) se concentraram no mercado de acgbes chinés. O estudo avaliou 55
caracteristicas especificas de empresas, utilizando modelos de aprendizado de
maquina como redes neurais e Random Forest, e concluiu que essas técnicas séao
eficazes em capturar a volatilidade, principalmente em empresas estatais e em
periodos de baixa incerteza econémica. Os autores destacaram que métricas de
lucratividade e valor versus crescimento sao determinantes cruciais, sugerindo que o
aprendizado de maquina oferece uma vantagem significativa para a previsdo de
quedas de precos ao integrar uma analise complexa de interagdes financeiras e
fatores especificos da empresa.

Ren, Li e Zhang (2024) propuseram um modelo avangado para a previséo de
riscos extremos no mercado de agdes americano, com foco na S&P 500 entre 2005 e
2022. Para enfrentar a distribuicdo desbalanceada dos dados e a deriva de conceito,
os autores incorporaram pesos de classe e de tempo ao algoritmo AdaBoost e
implementaram um framework de aprendizado ativo com anotagao automatizada. Os
testes empiricos demonstraram que essa abordagem melhorou substancialmente a
precisdo na classificacao de eventos de risco extremo, oferecendo uma ferramenta
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valiosa para a formulacédo de politicas macroeconémicas e o suporte a estabilidade
financeira.

Materiais e métodos

Para o desenvolvimento do projeto desta pesquisa, foi utilizada a linguagem
Python (Python Software Foundation, 2024), devido a sua ampla utilizacdo em
machine learning, deep learning e manipulagdo de dados. O ambiente de
desenvolvimento utilizado foi o Google Colab (Google, 2024), por ser possivel
aproveitar os recursos de Graphics Processing Unit (GPU) para acelerar o treinamento
do modelo. Diversas bibliotecas foram integradas ao projeto: TensorFlow/Keras
(TensorFlow, 2024), utilizadas para construgdo e treinamento do modelo LSTM,
fundamental para as tarefas de previsao; Yahoo Finance (yfinance), que consiste em
uma Application Programming Interface (API) para obtencao dos dados histéricos de
bolsas de valores utilizados para treinamento e teste do modelo (Yfinance, 2024);
Pandas, empregado na manipulacdo e pré-processamento dos dados (Pandas
Development Team 2024); Matplotlib, que proporcionou a visualizagcdo grafica dos
resultados, facilitando a interpretagdo dos dados (Matplotlib, 2024); scikit-learn,
utilizado para a normalizagdo dos dados e no calculo de métricas de desempenho,
permitindo a avaliacdo de desempenho do modelo (Scikit-learn, 2024). Por fim, o
Neptune.ai, que € um rastreador de experimentos para treinamento de modelos de
base, utilizado para o monitoramento do treinamento e armazenamento de resultados,
permitindo um acompanhamento em tempo real completo e detalhado (Neptune.ai,
2024).

Coletas dos dados

Neste projeto, foram utilizados dados historicos diarios de agdes e ETF da B3,
obtidos do yfinance. Os ativos especificos foram: BBAS3, ITUB4, BOVA11, FIND11,
VALE3, PETR4 e CXSE3. O periodo de dados utilizado para o modelo é de 10 anos,
contando a partir da data em que o modelo é executado. Essa escolha de periodo é
baseada em estudos anteriores que demonstraram bons resultados com esse
intervalo (Ayyildiz; Iskenderoglu, 2024). Caso o ativo ndo possua 10 anos de historico
disponivel, o cdédigo ajusta a data de inicio para a primeira data disponivel nos
registros histéricos, evitando-se, dessa forma, a inclusdo de dados inexistentes,
garantindo a veracidade e a integridade dos dados temporais utilizados. Os dados
diarios coletados incluem preco de abertura, maxima, minima, fechamento,
fechamento ajustado e volume de negociacbes, obtidos utilizando a biblioteca
yfinance. Esses dados sédo fundamentais para a analise temporal e para a construgéao
do modelo de previséo, permitindo ao modelo aprender e capturar padrdes historicos
e tendéncias que influenciam o comportamento futuro dos pregos das acoes.

Preparagao dos dados

Foi utilizado o preco de fechamento ajustado, pois ele ajusta os precos de acordo
com eventos societarios promovidos pelas companhias, como desdobramentos,
grupamentos, bonificacdes, subscricbes e pagamento de dividendos, os quais
impactam diretamente em reajustes nos pregos das agdées. Como o yfinance fornece
apenas o preco de fechamento ajustado, foi necessario ajustar também os precos de
abertura, maxima e minima para refletir esses eventos.

Para realizar esse ajuste, com base no estudo de Santana (2022), primeiro,
determina-se o fator de ajuste. O fator de ajuste de a¢des € um coeficiente usado para
calcular o prego ajustado de um ativo, que reflete com precisao o retorno total do
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investidor ao longo do tempo, incorporando eventos como o pagamento de proventos

e eventos corporativos como desdobramentos ou grupamentos. Esse fator é obtido
conforme a equacao (1),

valor de fechamento na data—valor do evento por agao (1 )

T juste =
fato de 4y st valor de fechamento na data

onde o valor de fechamento menos o valor do evento por agéo € o valor de fechamento
ajustado. Esse fator representa a proporgao pela qual os pregcos devem ser ajustados
para refletir os eventos corporativos. Em seguida, aplica-se o fator de ajuste para os
precos de abertura, maxima e minima, ajustando todos os precos historicos de forma
consistente. Essa uniformizagcdo dos dados é importante para o modelo. Apds o
ajuste, os precos originais foram substituidos pelos precos ajustados, garantindo que
todas as analises subsequentes fossem baseadas em dados consistentes e coerentes
com a atualidade.

Entretanto, além dos ajustes nos pregos, também foi necessario tratar os dados
faltantes, seja em dias que a bolsa ndo abre, como em finais de semana e feriados,
seja por problemas técnicos. Para ndo causar ruidos nos dados, para os casos em
que os precos de abertura, fechamento ajustado, maxima e minima ndo tinham
valores, foi utilizada a interpolagao linear, a qual estima os valores ausentes com base
nos pontos anteriores e posteriores conhecidos. Esse método preserva a tendéncia
dos dados e minimiza a introdugdo de vieses. Ja os dados em que o volume de
negociagdes era zero foram substituidos pelo ultimo valor conhecido, utilizando o
método de preenchimento forward fill, assegurando, com isso, a continuidade dos
dados, evitando falsas avaliacbes do modelo.

A média movel exponencial (do inglés exponential moving average — EMA)
também foi incorporada neste trabalho (Ayyildiz; Iskenderoglu, 2024; Chen, 2025).
EMA é um indicador técnico que suaviza as flutuagdes de curto prazo nos precos e
destaca as tendéncias de mercado. Diferentemente da média movel simples (do inglés
simple moving average — SMA), a EMA atribui pesos maiores aos pregcos mais
recentes, o que a torna mais sensivel as mudancas recentes no mercado. Para todas
as acdes avaliadas por este trabalho, a EMA foi calculada com um periodo de 60 dias,
periodo comum para identificar tendéncias de médio prazo, equilibrando a
sensibilidade a novas informagdes com a estabilidade necessaria para evitar ruidos
causados pela volatilidade de curto prazo.

A inclusédo da EMA como uma coluna adicional no conjunto de dados visa a
enriquecer as informacgdes fornecidas ao modelo LSTM. Ao adicionar esse indicador,
0 modelo tem acesso a uma representacao das tendéncias subjacentes nos precos
das agdes, melhorando consideravelmente sua capacidade de prever movimentos
futuros, segundo estudos recentes de Ayyildiz e Iskenderoglu (2024). Dessa forma, a
EMA é crucial para a precisdo das previsdes financeiras.

Pré-processamento dos dados

Na implementacéo deste trabalho, a normalizagao visa a padronizar as variaveis
de entrada, garantindo que todas estejam na mesma escala e contribuam de forma
equilibrada durante o treinamento do modelo LSTM. As variaveis de entrada
apresentam escalas e unidades distintas. Por exemplo, os precos das acdes ou ETF
estdo geralmente na ordem de dezenas ou centenas de reais, enquanto o volume de
negociagdes pode atingir milhdes. Essa disparidade pode levar o modelo a atribuir
maior peso as variaveis com magnitudes maiores, influenciando negativamente o
processo de aprendizagem.
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Baseado no trabalho de Jiang, Ma e Zhu (2024), optou-se pela técnica de
padronizacdo ou normalizacdo Z-score utilizando a classe StandardScaler da
biblioteca scikit-learn. A padronizagao transforma os dados para que cada variavel
tenha média zero e desvio padrdo um. Para evitar o vazamento de dados (data
leakage), os parametros de média e desvio padrao foram calculados exclusivamente
no conjunto de treinamento. Isso assegura que o modelo n&o seja influenciado por
informacgdes do conjunto de testes durante o aprendizado.

Na sequéncia, cada variavel (coluna) do conjunto de dados foi normalizada
individualmente, incluindo precos ajustados de abertura, maxima, minima,
fechamento, volume de negociacdes e indicadores técnicos como a EMA. Isso garante
que as caracteristicas especificas de cada variavel sejam mantidas, ao mesmo tempo
que todas contribuem de maneira equilibrada. E importante que os parametros de
normalizagdo obtidos do conjunto de treinamento sejam aplicados ao conjunto de
teste, para que, dessa maneira, a consisténcia seja mantida, a fim de que o modelo
possa realizar previsdes precisas em dados nao vistos anteriormente. Os escaladores
usados na normalizacado foram armazenados, facilitando a inversao da transformacao
(desnormalizagao) dos valores previstos de volta a escala original para interpretacao.

Portanto, a normalizacdo contribui para um processo de treinamento mais
estavel, evitando problemas como gradientes explosivos ou desaparecidos, comuns
em redes neurais profundas com dados nao normalizados, proporcionando uma
convergéncia mais rapida do modelo devido as escalas equilibradas das features,
necessitando de menos épocas para alcancar um desempenho satisfatorio e,
consequentemente, um melhor desempenho preditivo, evidenciando métricas
aprimoradas com menor RMSE (root mean squared error) e MAE (mean absolute
error).

E importante destacar que a divisdo dos dados em conjuntos de treinamento e
teste € uma etapa essencial para avaliar a capacidade de generalizagdo do modelo
preditivo. Além disso, de acordo com Box et al. (2015), em séries temporais, é
fundamental manter a sequéncia temporal dos dados. Baseado nisso, este trabalho
manteve a sequéncia temporal dos dados, que foram divididos em 80 % para
treinamento e 20 % para teste. Destes, o conjunto de treinamento compreende os
primeiros 80 % dos dados cronologicamente ordenados, e o conjunto de testes é
constituido pelos ultimos 20 % dos dados, representando os periodos mais recentes.
Dessa forma, o conjunto de treinamento nao utilizou os dados utilizados nos testes.
Essa divisédo foi realizada com base nos estudos de Ayyildiz e Iskenderoglu (2024),
bem como no de Najem et al. (2024), que utilizaram abordagens semelhantes para
garantir a integridade temporal e a representatividade dos dados mais recentes para
a validacao, refletindo o cenario real de previsdo no mercado financeiro.

Além disso, foi definida uma janela de observagédo (window size), que é um
parametro essencial no pré-processamento dos dados para modelos de séries
temporais, especialmente redes neurais como LSTM. Esse parametro determina o
numero de periodos anteriores considerados pelo modelo para prever valores futuros,
permitindo capturar padrées e tendéncias temporais nos dados. Ao definir esse
parametro com um numero fixo, o modelo é capaz de aprender tendéncias e
comportamentos recorrentes que influenciam as variagcdes futuras dos precos das
acdes, sem sobrecarrega-lo com dados excessivos ou irrelevantes.

A utilizagdo da janela de observagdo, assim como seu respectivo valor, foi
baseada em estudos anteriores, como os de Gulmez (2023) e de Li (2024), além de
testes realizados durante o desenvolvimento do modelo. Um periodo de 50 dias
abrange aproximadamente dois meses de negociagdes, permitindo capturar
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movimentos e tendéncias de curto a médio prazo no mercado financeiro, além de
manter um bom equilibrio entre desempenho preditivo e eficiéncia computacional.
Entretanto, esse valor pode ser alterado, visando a obter melhores resultados. E
importante ressaltar que o window size é diferente do EMA span, que foi definido em
60 dias para o calculo da EMA. Enquanto o window size determina a quantidade de
dados historicos usados pelo modelo LSTM, o EMA span estabelece o periodo sobre
o qual a EMA é calculada, servindo como uma feature adicional que representa
tendéncias de mercado.

Arquitetura do modelo

Diante dos pontos e trabalhos relacionados descritos anteriormente, o modelo
escolhido e construido neste trabalho € uma rede neural recorrente do LSTM,
implementada utilizando a biblioteca TensorFlow/Keras para a previsao dos pregos de
acoes e ETF na B3. A escolha pela arquitetura LSTM deve-se a sua comprovada
capacidade de capturar tendéncias e padrées em séries temporais, caracteristicas
essenciais para a previsao de pregos de ativos financeiros, conforme pode ser visto
nos trabalhos de Gupta, Nachappa e Parmanandham (2025) e de Kundu e Pinsky
(2025). Além disso, na revisao sistematica de literatura elaborada por Mintarya et
al. (2023), é demonstrada uma tendéncia no uso maior de LSTM em relagéo a outros
modelos de machine learning, como, por exemplo, arvores de decisdo, Random
Forest, KNN, naive bayes, regressao linear e outros modelos de redes neurais, 0s
quais seus resultados sao apresentados e comparados com os obtidos pelo modelo
LSTM (Gupta, Nachappa, Parmanandham, 2025; Gllmez, 2023; Kundu, Pinsky, 2025;
Nascimento, Santos, Ferreira, 2022), que obteve o melhor resultado, de acordo com
as metricas utilizadas.

O modelo é estruturado em varias camadas. A camada de entrada recebe
sequéncias de dados com dimensdes correspondentes ao tamanho da janela de
observacao e ao numero de features. O window size representa o numero de periodos
anteriores considerados pelo modelo, enquanto o numero de features inclui as
variaveis de entrada utilizadas, como precos ajustados de abertura, maxima, minima,
fechamento, volume e indicadores técnicos como a EMA.

Em seguida, o modelo incorpora duas camadas LSTM e duas camadas dropout
com taxa de 30 %. A primeira camada LSTM possui 500 unidades e esta configurada
com return_sequences=True, permitindo que a saida seja uma sequéncia para cada
passo de tempo. Isso é fundamental para que a proxima camada LSTM receba a
sequéncia completa de informacgdes temporais. Apds essa camada, uma camada
Dropout é aplicada para reduzir o overfitting, desativando aleatoriamente uma fragao
das unidades durante o treinamento e melhorando a generalizagdo do modelo.

A segunda camada LSTM também conta com 500 unidades, mas com
return_sequences=False, resultando em uma unica saida, que representa o estado
final da sequéncia. Segue-se outra camada dropout com taxa de 30 %, que auxilia na
sintese das informagdes acumuladas e na captura dos padrdes temporais
significativos. Por fim, a camada de saida € composta por um unico neurénio com
funcao de ativagao linear, responsavel por gerar a previsao final do preco da acao ou
ETF para o préximo dia. Na figura 1, € ilustrada essa arquitetura, destacando as
camadas mencionadas e suas conexoes, do input inicial 8 camada de previsao final.

E importante destacar que o nimero de unidades nas camadas LSTM, definido
como 500 para todos os ativos deste estudo, ndo precisa ser fixo para todos os ativos,
podendo ser ajustado para otimizar o desempenho do modelo. A quantidade de
unidades € um hiperparametro que influencia diretamente a capacidade do modelo de

Rev. Sitio Novo Palmas v.10 2026 p.9de23 e1879 e-ISSN: 2594-7036


https://sitionovo.ifto.edu.br/index.php/sitionovo/index

Instituto Federal do Tocantins

‘:" sitionovo

aprender padrbes complexos nos dados. Valores maiores podem aumentar a
capacidade de aprendizado, mas também podem levar a um tempo de treinamento
mais longo e a um possivel overfitting. Portanto, a escolha do numero de unidades
deve equilibrar a complexidade do modelo e sua capacidade de generalizacéo,
podendo ser alterada conforme necessario para obter melhores resultados.

Figura 1 - Arquitetura do modelo LSTM utilizado para a previsdo de pregos de agdes e ETF na B3,
composto por uma camada de entrada, duas camadas LSTM intercaladas com dropout para evitar
overfitting, e uma camada densa para a previsao final

- LSTM
input_layer }—b Dropout Dropout
e Activation Activation

Fonte: elaborado pelos autores (2025)

- dense
kemel {800x1)

blas(ﬂ

Treinamento do modelo

Durante o treinamento do modelo LSTM desenvolvido neste trabalho, a
configuracdo adequada dos hiperparametros, a implementacdo de técnicas de
regularizacdo e o monitoramento do desempenho através do Neptune.ai foram
importantes para chegar a um resultado satisfatorio. Inicialmente, o modelo foi
compilado utilizando a fungao de perda mean squared error (MSE), que, de acordo
com o estudo de Gllmez (2023), € apropriada para problemas de regressao por
penalizar grandes desvios entre os valores previstos e os reais. O otimizador
escolhido foi o Adam (Adaptive Moment Estimation), reconhecido por sua eficiéncia
computacional e por ajustar dinamicamente as taxas de aprendizado durante o
treinamento.

Os hiperparametros necessarios para o funcionamento do modelo sdo numero
de épocas, tamanho do batch, unidades LSTM, window size, EMA span, test ratio e
paciéncia do early stopping. Conforme explicagao anterior, o conjunto de dados foi
dividido em 80 % treino e 20 % teste, preservando as dependéncias sequenciais.
Além disso, existem as sequéncias de entrada que foram preparadas utilizando
window size variavel de acordo com o melhor resultado, permitindo que o modelo
considere as sequéncias temporais dentro desse periodo para prever o preco do dia
seguinte.

O early stopping foi implementado através do callback do TensorFlow, em que o
objetivo principal € monitorar o treinamento e interrompé-lo caso a perda do conjunto
de validagao nao apresente melhora apds 10 épocas consecutivas. Com essa técnica,
pode-se prevenir que 0 modelo se ajuste demais aos dados e evitar o tempo de
treinamento desnecessario quando o modelo ndo apresente melhorias. Também, foi
utilizado o callback ModelCheckpoint para salvar automaticamente os pesos do
modelo sempre que uma melhoria na perda de validagdo fosse observada,
assegurando, assim, que a melhor versao do modelo fosse utilizada em previsdes
futuras.

A integracao do Neptune.ai, que é configurada através de um token gerado por
ele e passado no script do modelo LSTM, permite 0 acompanhamento em tempo real
das métricas de desempenho durante treinamento e teste, facilitando o registro dos
hiperparametros, a visualizagdo de graficos e do dataset utilizado e a taxa de
aprendizado, além de manter um histérico detalhado dos experimentos realizados.

Figura 2 - Fluxograma que resume todas as etapas do trabalho, mostrando a sequéncia légica da coleta
e preparagao dos dados, pré-processamento, arquitetura do modelo, treinamento e avaliagao
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Por fim, foi utilizado o método fit do TensorFlow, sem embaralhamento dos
dados, para manter a ordem temporal. Com o uso do early stopping, permitiu-se que
o0 modelo convergisse antes das 50 épocas, evitando o overfitting. Apds o treinamento,
o0 modelo foi avaliado no conjunto de teste utilizando as métricas RMSE, MAE, MAPE
e R?, o0 que proporcionou uma analise abrangente de seu desempenho. Para facilitar
a visualizagao, foi gerado um gréafico, em que é apresentada a comparagéo dos
valores reais e previstos, incluindo a previsdo para o préximo dia, permitindo uma
avaliacao visual da eficacia do modelo. Com todas as etapas descritas, na figura 2, é
sintetizado o fluxo completo do projeto, desde a coleta dos dados até a avaliacdo dos
resultados, auxiliando na visualizag&do geral do processo.

Resultados e discussoes
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O modelo LSTM desenvolvido neste trabalho teve por objetivo fazer a previsao
do preco de acdes e ETF para um dia a partir de sua execugao, buscando prever o
preco do proximo dia com base em dados passados. O modelo foi implementado
deixando a livre escolha ao usuario de digitar o ticker do ativo de que deseja realizar
a previsao; dessa forma, o modelo se torna uma ferramenta versatil para analises
preditivas. Entretanto, para a validagdo do modelo, foram escolhidas as agcées PETR4,
BBAS3, VALES3, ITUB4, CXSE3 e as ETF BOVA11 e FIND11. Essa escolha permitiu
avaliar a previsdo do modelo entre diferentes ativos e setores, de modo que fosse
possivel entender como o modelo se comporta com empresas ou ETF mais recentes
ou que sofrem forte impacto de fatores externos.

A avaliagcdo do desempenho do modelo foi realizada utilizando métricas
amplamente reconhecidas para a previsao de séries temporais, como erro quadratico
médio (MSE), que tira a média dos quadrados das diferengcas entre os valores
previstos e os reais, penalizando grandes desvios; raiz do erro quadratico médio
(RMSE), que ¢é a raiz quadrada do MSE e traz o erro para a mesma unidade dos dados
originais, facilitando a interpretacao; erro médio absoluto (MAE), que calcula a média
dos valores absolutos das diferengas entre as previsdes e os valores reais, fornecendo
uma medida clara da precisdo média sem penalizar excessivamente grandes erros;
erro médio absoluto percentual (MAPE), que representa o erro médio absoluto em
termos percentuais em relagao aos valores reais, permitindo avaliar a precisao relativa
das previsdes entre ativos com diferentes escalas de prego; e, por fim, o coeficiente
de determinacéo (R?), que indica a proporc¢éo da variancia dos dados reais, sendo um
indicador da qualidade do ajuste, em que valores proximos de 1 (um) sugerem que o
modelo explica bem a variabilidade dos dados. Essas métricas proporcionaram um
entendimento detalhado do desempenho do modelo sob diferentes perspectivas,
permitindo identificar ndo apenas a magnitude média dos erros, mas também a
eficacia do modelo em capturar a variabilidade dos dados e a precisao relativa das
previsdes. Os resultados das métricas de avaliagao sdo apresentados na tabela 1.

Tabela 1 - Resultados de métricas dos ativos referentes a avaliagdo do modelo implementado

Ativo RMSE MAE MAPE (%) R?
PETR4 1,3247 1,0350 3,4042 0,9692
BBAS3 0,5293 0,4360 1,8372 0,9752
VALE3 1,3175 1,0259 1,6758 0,8564
ITUB4 0,4073 0,3246 1,167 0,9917
CXSE3 0,3077 0,2347 1,6045 0,7713
BOVA11 1,4713 1,1625 0,9839 0,9738
FIND11 1,9832 1,5468 1,3176 0,9705

Fonte: elaborado pelos autores (2025)

A fim de complementar a analise quantitativa, foram gerados graficos
comparando os valores reais e previstos para cada ativo. Nesses graficos, € possivel
visualizar o desempenho do modelo ao longo do tempo, identificando padrdes ou
discrepancias nas previsoes, além de visualizar a previsao para o proximo dia a partir
da data de execugao. Nos graficos apresentados, o eixo X (Data) representa o tempo,
com as datas dos precos de fechamento ajustados de cada agéo ou ETF ao longo do
periodo analisado. O eixo Y (Preco da Acéao) indica o preco de fechamento ajustado
em reais (R$). A linha azul do gréfico reflete os precos reais observados, enquanto a
linha laranja representa as previsdes do modelo LSTM para o ativo analisado. Por fim,
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0 ponto em cinza mostra a previsao feita pelo modelo para o proximo dia de
negociagao, que nao & conhecido e ndo possui dados.

Para o ativo PETR4 (Petrobras S.A.), analisado no periodo de 10 de novembro
de 2014 a 6 de novembro de 2024, o modelo demonstrou boa precisdo, com um RMSE
de 1,3247 e MAE de 1,035, refletindo erros médios baixos nas previsdes. O MAPE de
3,4042 % confirma a proximidade entre os valores previstos e os reais, enquanto o R?
de 0,9692 indica que o modelo capturou 96,92 % da variabilidade dos precos.

Conforme pode ser visto na figura 3, as previsdes acompanharam de perto a
trajetoria dos precgos reais, apresentando pequenas discrepancias em periodos de
maior volatilidade. Tais divergéncias s&o esperadas, pois o modelo n&o incorpora
fatores de especulacdo ou sentimento de mercado, especialmente relevantes em
empresas de commodities. A previsdo para o proximo dia a partir da execugao, 7 de
novembro de 2024, foi de R$ 33,38, com base nas tendéncias recentes. No entanto,
o preco de fechamento real nesse dia foi de R$ 35,51, resultando em uma
discrepancia entre o valor previsto e o valor efetivo. Esse desvio pode ser atribuido a
influéncia de fatores ndao considerados pelo modelo, tais como especulagao, eventos
inesperados ou variagdes de sentimento no mercado.

Figura 3 - Comparagao entre os valores reais e preditos das a¢des da Petrobras (PETR4) no periodo
de 1° de dezembro de 2022 a 6 de junho de 2024, com previsao para o dia 7 de novembro de 2024
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Fonte: elaborado pelos autores (2025)

Para o ativo BBAS3 (Banco do Brasil S.A.), analisado no periodo de 10 de
novembro de 2014 a 6 de novembro de 2024, o modelo apresentou excelente
precisdo, com RMSE de 0,5293 e MAE de 0,4360, indicando erros médios muito
baixos nas previsbes. O MAPE de 1,8372 % evidenciou a significativa proximidade
entre os valores previstos e observados, e 0 R? de 0,9752 mostrou que o modelo
capturou 97,52 % da variabilidade dos precos da acao, reforgando sua alta acuracia.

No grafico da figura 4, observa-se que a previsdo acompanha de perto os
precos reais, com desvios minimos mesmo em periodos de maior volatilidade. E
importante considerar que, sendo o Banco do Brasil uma empresa estatal, seu preco
esta sujeito a influéncias politicas e econémicas especificas do governo, o que pode
impactar as previsdes em cenarios de mudangas repentinas no contexto econémico.
A previséo para o proximo dia a partir da execugéo € 7 de novembro de 2024, com
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valor previsto de R$ 26,66, fornecendo uma estimativa atualizada. No entanto, o preco
de fechamento real nesse dia foi de R$ 26,19, resultando em uma pequena diferenca
em relagdo ao valor estimado. Essa discrepancia pode ser atribuida a fatores de
mercado n&o considerados pelo modelo, reforcando a importancia de levar em conta
variaveis adicionais ao interpretar as previsoes.

Figura 4 - Comparagao entre os valores reais e preditos das agdes do Banco do Brasil (BBAS3) no
periodo de 1° de dezembro de 2022 a 6 de novembro de 2024, com previsao para o dia 7 de novembro
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Fonte: elaborado pelos autores (2025)

Para o ativo VALE3 (Vale S.A.), analisado no periodo de 10 de novembro de
2014 a 6 de novembro de 2024, o modelo apresentou desempenho satisfatorio, com
RMSE de 1,3175 e MAE de 1,0259, indicando erros médios moderados. O MAPE de
1,6758 % sugere boa proximidade entre os valores previstos e reais, embora o R de
0,8564 revele que o modelo capturou aproximadamente 85,64 % da variabilidade dos
precos, evidenciando alguma dificuldade em prever movimentos mais volateis.

Conforme o gréfico da figura 5, as previsdes seguem o padrao geral dos pregos
reais, mas com desvios mais perceptiveis em periodos de alta oscilagéo. Isso pode
ser atribuido a exposicao da empresa a fatores externos, como flutuagcdes no preco
do minério de ferro e mudancgas na economia global. Sendo a Vale uma empresa de
commodities, seu desempenho é fortemente influenciado por eventos internacionais
e pela volatiidade das commodities, o que explica algumas das limitagdes
observadas. A previsdo para o proximo dia a partir da execugao € 7 de novembro de
2024, com valor previsto de R$ 62,00, refletindo a tendéncia recente capturada pelo
modelo. Entretanto, o preco de fechamento real nesse dia foi de R$ 63,00,
apresentando um desvio de R$ 1,00 em relagdo a estimativa. Essa diferenca reforca
a influéncia de fatores ndo modelados, como a sensibilidade as flutuagdes
internacionais do minério de ferro e eventos externos, demonstrando que o modelo,
embora util, ndo captura todos os elementos que impactam o preco da agao.

Figura 5 - Comparacgao entre os valores reais e preditos das a¢des da Vale (VALE3) no periodo de 1°
de abril de 2023 a 6 de novembro de 2024, com previsao para o dia 7 de novembro de 2024

Rev. Sitio Novo Palmas v.10 2026 p.14de 23 e1879 e-ISSN: 2594-7036


https://sitionovo.ifto.edu.br/index.php/sitionovo/index

Instituto Federal do Toca

‘:" sitionovo

Comparagao entre Preco Real e Previsdo de Prego para VALE3.SA com LSTM
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Fonte: elaborado pelos autores (2025)

Para o ativo ITUB4 (Itau Unibanco S.A.), analisado no periodo de 10 de
novembro de 2014 a 6 de novembro de 2024, o modelo apresentou excelente
desempenho, com RMSE de 0,4070 e MAE de 0,3246, indicando erros médios muito
baixos. O MAPE de 1,1167 % demonstra alta precisédo, e o R de 0,9917 revela que o
modelo capturou 99,17 % da variabilidade dos precos reais, evidenciando alta
acuracia. No grafico da figura 6, percebe-se que as previsbes acompanham de perto
0s precos observados, com pequenas discrepancias em momentos pontuais. Sendo
o Itau o maior banco privado da América Latina, seu desempenho tende a ser
influenciado por fatores macroeconémicos internos e externos, mas, diferentemente
de empresas estatais, esta menos sujeito a interferéncias governamentais diretas, o
que pode contribuir para a estabilidade das previsdes. A previsao para o proximo dia
a partir da execucdo é 7 de novembro de 2024, com valor previsto de R$ 36,41,
refletindo a tendéncia atual capturada pelo modelo. Entretanto, o preco de fechamento
real nesse dia foi de R$ 35,64, indicando uma pequena diferenga em relagéo ao valor
estimado. Esse desvio, embora limitado, reforca a ideia de que fatores nao
contemplados pelo modelo, como alteragdes nas condigdes macroecondémicas e
mudangas no sentimento de mercado, podem influenciar o prego final do ativo.

Para o ativo CXSE3 (Caixa Seguridade S.A.), analisado no periodo de 30 de
abril de 2021 a 5 de novembro de 2024, o modelo apresentou desempenho mediano,
com RMSE de 0,3077 e MAE de 0,2347, refletindo erros médios baixos, porém, o R?
de 0,7713 indica que capturou apenas 77,13 % da variabilidade dos precgos. Isso
sugere maior dificuldade em comparagao com os outros ativos, possivelmente devido
a menor quantidade de dados histéricos disponiveis, ja que a empresa realizou sua
IPO (Oferta Publica Inicial) em 2021. O MAPE de 1,6045 % ainda reflete precisdo
razoavel, mas, conforme o grafico na figura 7, o modelo teve dificuldades em capturar
variacdes abruptas nos precos, especialmente em periodos de alta volatilidade. Como
uma empresa relativamente nova no mercado e sendo estatal, a Caixa Seguridade
esta sujeita a volatilidade adicional associada a sua fase inicial de crescimento e a
influéncias politicas, fatores que impactam a previsdo do modelo. A previsado para o
proximo dia a partir da execucédo € 6 de novembro de 2024, com valor previsto de
R$ 14,54, refletindo a tendéncia recente identificada. Entretanto, o preco de
fechamento real nesse dia foi de R$14,46, apresentando uma pequena diferenga em
relacdo ao valor estimado. Essa discreta discrepancia ressalta a importancia de
incorporar variaveis adicionais e estratégias mais robustas, a fim de lidar
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adequadamente com a natureza volatil e as limitagdes de dados historicas associadas
a ativos recém-introduzidos no mercado.

Figura 6 - Comparacao entre os valores reais e preditos das agdes do ltau (ITUB4) no periodo de
1° de fevereiro de 2023 a 6 de novembro de 2024, com previsao para o dia 7 de novembro de 2024
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Fonte: elaborado pelos autores (2025)

Figura 7 - Comparagéo entre os valores reais e preditos das agbes da Caixa Seguridade (CXSE3) no
periodo de 30 de abril de 2021 a 5 de novembro de 2024, com previsao para o dia 6 de novembro
de 2024
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Fonte: elaborado pelos autores (2025)

Para o ETF BOVA11, analisado no periodo de 10 de novembro de 2014 a 6 de
novembro de 2024, o modelo apresentou desempenho satisfatorio, com RMSE de
1,4713 e MAE de 1,1625, indicando precisao razoavel nas previsdes. O MAPE de
0,9839 % mostra grande proximidade entre os valores previstos e reais, enquanto o
R? de 0,9738 indica que o modelo capturou 97,38 % da variabilidade dos precos,
reforcando sua capacidade preditiva. No grafico da figura 8, observa-se que as
previsdes seguem de perto 0s pregos reais, com pequenas discrepancias em periodos
de maior volatilidade. Como o BOVA11 é um ETF que replica o desempenho do indice
Bovespa, esta exposto a uma série de variaveis macroecondmicas e eventos que
influenciam o mercado de acgdes brasileiro como um todo. Em periodos de incerteza
econbmica, como oscilagcbes nas taxas de juros e mudangas nas politicas
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econdmicas, é esperado aumento na volatilidade do BOVA11, o que pode impactar a
precisdo das previsdes. A previsdo para o proximo dia a partir da execucao é 7 de
novembro de 2024, com valor previsto de R$ 125,18, refletindo a tendéncia recente
capturada pelo modelo. Entretanto, o preco de fechamento real nesse dia foi de
R$ 126,00, mostrando uma pequena diferenca em relagdo ao valor estimado, o que
reforga a importancia de considerar fatores externos ndo modelados.

Figura 8 - Comparacao entre os valores reais e preditos do ETF BOVA11 no periodo de 10 de novembro
de 2014 a 6 de novembro de 2024, com previsao para o dia 7 de novembro de 2024
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Fonte: elaborado pelos autores (2025)

O ETF FIND11, que replica o IFNC (indice Financeiro), acompanha o
desempenho médio das empresas com maior representatividade no setor financeiro
brasileiro, como bancos, fintechs e seguradoras, analisado no periodo de 10 de
novembro de 2014 a 6 de novembro de 2024. O modelo demonstrou desempenho
consistente, com RMSE de 1,9832 e MAE de 1,5468, indicando erro médio um pouco
mais elevado em comparagado com outros ativos. O MAPE de 1,3176 % ainda reflete
boa proximidade entre os valores previstos e observados, e o R?de 0,9705 indica que
o modelo capturou 97,05 % da variabilidade dos pregos.

No gréfico da figura 9, percebe-se que as previsbes acompanham de perto os
precos reais, com pequenas discrepancias em periodos de maior volatilidade. Por se
tratar de um ETF, o FIND11 esta exposto a fatores que afetam todo o mercado
financeiro brasileiro, incluindo variagdes macroecondmicas e politicas internas que
podem gerar oscilagdes. Essas influéncias podem explicar algumas das variagdes e
limitacbes observadas nas previsdes. A previsdo para o proximo dia a partir da
execugdo € 7 de novembro de 2024, com valor previsto de R$ 127,25, refletindo a
tendéncia atual identificada pelo modelo. Entretanto, o pre¢co de fechamento real
nesse dia foi de R$ 126,23, mostrando uma leve diferengca em relagdo ao valor
estimado, possivelmente decorrente de eventos de curto prazo ou de incertezas de
mercado nao capturadas pelo modelo.

Figura 9 - Comparacao entre os valores reais e preditos do ETF FIND11 no periodo de 10 de novembro
de 2014 a 6 de novembro de 2024, com previsao para o dia 7 de novembro de 2024
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Comparagao entre Preco Real e Previsao de Prego para FIND11.SA com LSTM
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Fonte: elaborado pelos autores (2025)

Comparacgao dos resultados com trabalhos similares

Visando a demostrar a eficacia deste estudo, uma comparagao com o modelo
LSTM de Silveira (2021) para o ativo PETR4 foi realizada, observando-se que o
modelo deste estudo apresentou um RMSE de 1,3247, enquanto o modelo de Silveira
(2021) alcangou um RMSE de 1,7194. Isso representa uma reducédo de
aproximadamente 22,96 % no erro de previsao, indicando uma melhoria significativa
na precisdo do modelo. Essa melhoria pode ser atribuida aos ajustes nos
hiperparametros e as técnicas de pré-processamento aplicadas, como a normalizagao
adequada dos dados e a manutencao da sequéncia temporal durante a divisdo dos
conjuntos de treinamento e teste. A definicdo apropriada da janela de observacgao
permitiu ao modelo capturar padrbes e tendéncias significativas no comportamento do
mercado sem sobrecarrega-lo com informacdes irrelevantes. Portanto, os resultados
deste estudo demonstram maior eficacia em relacdo ao modelo de Silveira (2021),
evidenciando que os ajustes metodologicos implementados resultaram em previsdes
mais precisas. Ja o trabalho de Nascimento, Santos e Ferreira (2022) avalia trés
ativos: PETR4, ITUB4 e BOVA11. Nele, sao aplicados os métodos ARIMA, Prophet e
LSTM, e a avaliagéo foi realizada pelas métricas MAPE e RMSE. O modelo LSTM
obteve os melhores resultados para todos os ativos, com o MAPE variando de 1,69 a
2,75 e 0 RMSE de 0,54 a 4,07. Ja o trabalho desta pesquisa, na analise dos resultados
de seus 7 ativos, obteve um RMSE variando de 0,30 a 1,98, MAE de 0,23 a 1,54 e
MAPE de 0,98 a 3,40, o que demonstra a qualidade dos resultados obtidos e sua
aplicabilidade ao contexto da Bolsa brasileira.

Além do resultado numérico, a escolha dos trabalhos de Silveira (2021) e de
Nascimento, Santos e Ferreira (2022) para comparagao justifica-se pela similaridade
de contexto e de abordagem. Assim como neste estudo, ambos os trabalhos focaram
na B3, empregando dados histéricos de ativos e validando o modelo sobre os ativos
nacionais. Ademais, ambas as pesquisas adotaram métricas semelhantes, como
MAPA, RMSE e MSE, e utilizaram arquiteturas baseadas em RNN do tipo LSTM. Essa
equivaléncia de escopo, dados, métricas e técnicas confere relevancia a comparacao,
pois garante que as melhorias observadas nao sejam fruto de condi¢cdes contextuais
diferentes, mas, sim, decorram dos aperfeicoamentos metodoldgicos implementados.
Dessa forma, a avaliagdo comparativa reforca a validade dos resultados alcangados
neste estudo.

Rev. Sitio Novo Palmas v.10 2026 p.18de 23 e1879 e-ISSN: 2594-7036


https://sitionovo.ifto.edu.br/index.php/sitionovo/index

\‘l iti
o sitionovo
Consideragoes finais

Neste estudo, implementou-se um modelo LSTM para prever os pregos de acdes
e ETF na B3, utilizando dados historicos de precos ajustados e a média movel
exponencial (EMA) como caracteristica adicional para capturar padrdes temporais. Os
resultados demonstram que o modelo é eficaz na previsdo dos ativos dentro do
mercado financeiro brasileiro, com métricas como RMSE, MAE, MAPE e R? indicando
alta precisdo. Entretanto, ativos com pouco histérico de dados, como a Caixa
Seguridade, apresentaram maior variagdo nas previsdes, revelando limitacbes do
modelo. Pode-se concluir que o modelo se mostrou promissor, aplicando boas
técnicas de processamento dos dados e configuracdo dos hiperparametros para a
analise de tendéncias de pregos, embora ainda existam oportunidades de
aprimoramento para torna-lo mais adaptavel as complexidades do mercado financeiro
brasileiro. Assim, este trabalho contribui para o avango das técnicas de previsao
financeira no Brasil, indicando caminhos promissores para pesquisas futuras. Este
trabalho destaca-se por focar sua analise em ativos da bolsa de valores brasileira,
avaliando em sua analise os aspectos econdémicos e as incertezas que regem o
mercado de ag¢des do Brasil. Esse € ponto positivo do trabalho em relagdo aqueles
que focam o mercado de ag¢des internacionais e acabam sendo especificos a
situacdes de certos paises ou regides.

Para trabalhos futuros, visando a melhoria deste modelo, podem ser adicionadas
variaveis para lidar com momentos macroeconémicos e fatores externos que
influenciam o mercado, como noticias, especulagcdo e mudancgas politicas, ou ainda
combinar o LSTM com outras arquiteturas de aprendizado de maquina. Além disso, a
implementagao de técnicas de otimizacdo automatizada de hiperparametros, como
grid search, random search ou otimizagao bayesiana, pode aprimorar o desempenho
do modelo. A incorporagao de modelos hibridos, como CNN-LSTM ou Transformers,
também pode aumentar a capacidade de capturar padrées complexos nos dados. A
implementagdo dessas melhorias permitira ao modelo considerar uma gama mais
ampla de fatores que influenciam os pregos, aumentando significativamente sua
precisao.
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